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	S.NO
	UNIT – I – Data warehouse

	1
	Introduction to  Data warehouse

	2
	Difference between operational database system and data warehouses

	3
	Data warehouse characteristics

	4
	Data warehouse architecture and its components

	5
	Extraction-Transformation-Loading

	6
	Logical(Multidimensional) data modeling

	7
	Schema design

	8
	Star and snow-flake schema

	9
	Fact consultation,fact table

	10
	Fully addictive,semi addictive, non addictive measures

	11 
	Fact less-facts, Dimension table characteristics

	12
	OLAP club, OLAP operations, OLAP Server architecture- ROLAP, MOLAP and HOLAP

	UNIT -II- introduction to data mining

	13
	Introduction, what is data mining?

	14
	Definition, KDD 

	15
	Challenges, data mining tasks

	16
	Data processing,Data cleaning 

	17
	Missing data, Dimensionality reduction

	18
	Feature subset selection

	19
	Discretization and Binaryzation

	20
	Data transformation; measures of similarity and dissimilarity-basics

	UNIT – III -  Associations rules

	21
	Problem definition

	22
	Frequency item set generation

	23
	APRIORI principle, support and confidence measures

	24
	Association rules generations; APRIOR algorithms

	25
	The partition algorithm, FP Growth algorithm

	26
	Compact representation of frequency Item set-maximal frequent item set, closed frequent set

	UNIT – IV -  Classification 

	27
	Problem definition,general approaches to solving a classification problem

	28
	Evaluation of classifiers, Classification techniques

	29
	Decision Trees-decision tree construction 

	30
	Methods for expressing attribute test conditions

	31
	Measures for selecting the best split 

	32
	Algorithms for decision tree induction

	33
	Navie-Bayes classifier, Bayesian belief networks

	34
	K-nearest neighbor classification-algorithms and characteristic

	UNIT – V - Clustering

	35
	Problem definition, clustering overview

	36
	Evaluation of clustering algorithms

	37
	Partitioning clustering-k-means algorithm

	38
	K-means additional issues, PAM algorithm

	39
	Hierarchical clustering-agglomerative methods and divisive methods

	38
	Basic agglomerative hierarchical clustering 

	39
	Specific techniques, key issues in hierarchical clustering

	40
	Strengths and weakness, other detection.
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